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ABSTRACT
The nonparametric problem of detecting existence of an anomalous interval over a one-dimensional line network is studied. Nodes corresponding to an anomalous interval (if one exists) receive samples generated by a distribution \( q \), which is different from the distribution \( p \) that generates samples for other nodes. If an anomalous interval does not exist, then all nodes receive samples generated by \( p \). It is assumed that the distributions \( p \) and \( q \) are arbitrary, and are unknown. In order to detect whether an anomalous interval exists, a test is built based on mean embeddings of distributions into a reproducing kernel Hilbert space (RKHS) and the metric of maximum mean discrepancy (MMD). It is shown that as the network size \( n \) goes to infinity, if the minimum length of candidate anomalous intervals is larger than a threshold which has the order \( O(\log n) \), the proposed test is asymptotically successful. An efficient algorithm to perform the test with substantial computational complexity reduction is proposed, and is shown to be asymptotically successful if the condition on the minimum length of candidate anomalous interval is satisfied. Numerical results are provided, which are consistent with the theoretical results.

1. INTRODUCTION
In this paper, we are interested in a type of problem, the goal of which is to detect existence of an anomalous object over a network. Each node in the network is associated with a random variable. An anomalous object, if it exists, corresponds to a cluster of nodes in the network that take samples generated by a distribution \( q \). All other nodes in the network take samples generated by the distribution \( p \) that is different from \( q \). If an anomalous interval does not exist, then all nodes receive samples generated by \( p \). Detection of no anomalous object (i.e., the null hypothesis \( H_0 \)) against the anomalous event (i.e., hypothesis \( H_1 \)) is a compound hypothesis testing problem due to the fact that the anomalous object may correspond to one of a number of candidate clusters in the network.

Such a problem models a variety of applications. For example, in sensor networks, sensors are deployed over a large range of space. These sensors take measurements from the environment in order to determine whether or not there is intrusion of an anomalous object. Such intrusion typically activates only a few sensors that cover a certain geometric area. An alarm is then triggered if the network detects an occurrence of intrusion based on sensors’ measurements. Other applications can arise in detecting an anomalous segment of DNA sequences, detecting virus infection of computer networks, and detecting anomalous spot in images.

Detecting the existence of geometric objects in large networks has been extensively studied in the literature. A number of studies have focused on networks with nodes embedded in a lattice such as one dimensional line or square, e.g., [1, 2]. Further generalization of the problem has also been studied, when network nodes are associated with a graph structure, and existence of an anomalous cluster or an anomalous sub-graph of nodes needs to be detected, e.g., [3–5].

The majority of previous studies on this topic have taken parametric or semiparametric models on probability distributions, i.e., random variables are generated by known distributions such as Gaussian or Bernoulli distributions, or the two distributions are known to have mean shift relationship. However, parametric models may not always be available in applications. In many cases, distributions can be arbitrary, and may not be Gaussian or Bernoulli. They may not differ in mean either. Furthermore, distributions may not be known in advance. Hence, it is desirable to develop nonparametric tests that are distribution free.

In contrast to previous studies, in this paper, we study a nonparametric model for anomalous interval detection, in which distributions can be arbitrary and unknown a priori. We focus on the problem of detecting existence of an anomalous interval over a one-dimensional line network. Although this is a simple network, it already captures the essence of the problem, and the same approach can be extended to studying more general network models.

In order to deal with nonparametric models, we apply mean embedding of distributions into a reproducing kernel
constant as the network size becomes large (i.e., the number of nodes goes to infinity), in contrast to parametric models in which the mean shift can scale with \( n \), here it is necessary that the length of anomalous intervals (i.e., the number of samples over the anomalous distribution) is large enough to allow accurately identifying such an interval (see Remark 1 in Section 2). This implies that the scale of the anomalous object should enlarge as the detection range becomes larger in order for successful detection. Such a behavior also sets a clear difference of our nonparametric problem from previous studies of parametric models. Our goal is to characterize how the minimum length of candidate anomalous intervals should scale as the number of nodes goes to infinity in order to successfully detect existence of an anomalous interval.

We summarize our main contributions as follows.

1. We address the nonparametric model of detecting existence of an anomalous interval over a line network. We identify the length of the anomalous interval as an essential characteristic that must enlarge with \( n \) to guarantee successful detection in asymptotically large networks (see Remark 1 in Section 2). Hence, requiring the length of the anomalous interval to scale with \( n \) is necessary, not an artificial assumption.

2. We build a distribution-free testing using MMD based on kernel embeddings of distributions into an RKHS. We analyze the performance guarantee of the proposed test, and show that as the network size \( n \) goes to infinity, if the minimum length of candidate anomalous intervals scales on the order \( O(\log n) \) or larger, the proposed test can successfully detect whether there exists an anomalous interval. Furthermore, we show that the test and the minimum length depends on prior knowledge of the MMD of the two distributions.

3. We adopt the multi-scale method in [1] and propose an efficient algorithm to perform the nonparametric test, which reduces the number of intervals for which MMD needs to be computed from the order \( O(n^2) \) to \( O(n^{1+\rho}) \), for any \( \rho > 0 \).

We further prove a performance guarantee for the proposed algorithm.

4. We provide numerical results that are consistent with our theoretical assertions and demonstrate that the proposed test indeed provides guaranteed performance.

2. PROBLEM STATEMENT

We consider a line network, which consists of nodes \( 1, \ldots, n \), as shown in Figure 1. We use \( I \) to denote a subset of consecutive indices of nodes, which is referred to as an interval. Here, the length of an interval \( I \) refers to the cardinality of \( I \), and is denoted by \( |I| \). We assume that each node, say node \( i \), is associated with a random variable, denoted by \( Y_i \), for \( i = 1, \ldots, n \). We use \( \mathcal{I}_n \) to denote a set that contains all intervals over the network. We further denote the set of all candidate anomalous intervals as

\[
\mathcal{I}_n^{(\alpha)} = \{ I \in \mathcal{I}_n : |I| \geq I_{\min} \}
\]  

where \( I_{\min} \) denotes the minimum length of candidate anomalous intervals. The reason for imposing such a minimum length requirement is explained in Remark 1.

We consider two hypotheses about the distributions of the line network. For the null hypothesis \( H_0 \), \( Y_i \) for \( i = 1, \ldots, n \) are identical and independently distributed (i.i.d.) random variables, and are generated from a distribution \( p \). For the alternative hypothesis \( H_1 \), there exists an interval \( I \in \mathcal{I}_n^{(\alpha)} \) over which \( Y_i \) are i.i.d. and are generated from a distribution \( q \neq p \) for all \( i \in I \), and otherwise, \( Y_i \) are i.i.d. and generated from the distribution \( p \). We further assume that under both hypotheses, each node generates only one sample.

In contrast to previous work, we assume that the distributions \( p \) and \( q \) are arbitrary and are unknown a priori. Instead, one sample \( X_i \) is independently generated from the distribution \( p \) for each node as a reference sample for the null hypothesis. This is reasonable because in practical scenarios, systems typically start under \( H_0 \) and it is not difficult to collect samples at this stage. The distributions \( p \) and \( q \) can be either continuous or discrete. Therefore, it is hard to estimate the probability distribution functions directly from the samples with guaranteed convergence rate, and measure the difference between the probability distribution functions.

In this paper, \( f(n) = O(g(n)) \) denotes that \( f(n)/g(n) \) converges to a constant as \( n \to \infty \).
For this problem, we are interested in the asymptotic scenario, in which the number of nodes goes to infinity, i.e., \( n \to \infty \). The performance of a test for such a system is captured by the two types of errors. The type I error refers to the event in which samples are generated from the null hypothesis, but the detector determines an anomalous event occurs. We denote the probability of such an event as \( P(H_1|H_0) \) or \( P_{H_0}(\text{error}) \). The type II error refers to the case in which an anomalous event occurs but the detector claims that the samples are generated from the null hypothesis. We denote the probability of such an event as \( P(H_0|H_1) \) or \( P_{H_1}(\text{error}) \).

**Definition 1.** A test is said to be asymptotically successful if

\[
\lim_{n \to \infty} P(H_1|H_0) + P(H_0|H_1) \to 0. \tag{2}
\]

Although we are interested in the asymptotic scenario, we also have the results for finite \( n \) in the intermediate steps of our proof.

This hypothesis testing problem has a compound nature in that \( H_1 \) includes events corresponding to all candidate intervals where an anomalous object can be located, i.e., for all \( I \in \mathcal{I}_n^{(a)} \). In general, an anomalous interval with shorter length is more difficult to detect due to the smaller number of samples from the anomalous distribution \( q \). As \( n \to \infty \), the total number of intervals goes to infinity in the order of \( O(n^2) \). In this case, to achieve successful detection, each candidate anomalous interval should provide more accurate information about the corresponding distribution. This requires that the length of candidate anomalous intervals grow with \( n \).

This suggests that as the network becomes larger, it can detect only a sufficiently large anomalous object.

**Remark 1.** We argue that it is necessary for the minimum length \( I_{\min} \) of candidate anomalous intervals to grow to infinity as \( n \to \infty \) in order to guarantee asymptotically successful detection in a nonparametric model. This is because in the nonparametric model, the distributions \( p \) and \( q \) are fixed as \( n \) changes. Now suppose \( p \) and \( q \) are both Gaussian but with different mean values. Since mean values do not scale with \( n \) in our model, following [1] Theorem 2.3, no test can be asymptotically successful if \( I_{\min} \) is bounded. Therefore, no distribution-free test exists if the minimum length \( I_{\min} \) is bounded as \( n \to \infty \).

Therefore, our goal in this problem is to characterize how the minimum length \( I_{\min} \) of candidate anomalous intervals should scale with the network size (i.e., the number of nodes) in order for a detector to successfully distinguish between the two hypotheses.

### 3. MAIN RESULTS

#### 3.1. Introduction to MMD

We provide a brief introduction to the idea of mean embedding of distributions into an RKHS [6, 7] and the MMD metric. Suppose \( \mathcal{P} \) includes a class of probability distributions, and suppose \( \mathcal{H} \) is the RKHS with an associated kernel \( k(\cdot, \cdot) \). We define a mapping from \( \mathcal{P} \) to \( \mathcal{H} \) such that each distribution \( p \in \mathcal{P} \) is mapped into an element in \( \mathcal{H} \) as follows:

\[
\mu_p(\cdot) = \mathbb{E}_p[k(\cdot, x)] = \int k(\cdot, x)dp(x).
\]

Here, \( \mu_p(\cdot) \) is referred to as the mean embedding of the distribution \( p \) into the Hilbert space \( \mathcal{H} \).

It is desirable that the embedding is injective such that each \( p \in \mathcal{P} \) is mapped to a unique element \( \mu_p \in \mathcal{H} \). It has been shown in [9] that for many RKHSs such as those associated with Gaussian and Laplacian kernels, the mean embedding is injective. In order to distinguish between two distributions \( p \) and \( q \), [10] introduced the MMD based on the mean embeddings \( \mu_p \) and \( \mu_q \) of \( p \) and \( q \) in RKHS:

\[
\text{MMD}[p, q] := \|\mu_p - \mu_q\|_{\mathcal{H}}. \tag{3}
\]

Due to the reproducing property of the kernel, it can be easily shown that

\[
\text{MMD}^2[p, q] = \mathbb{E}_{x,x'}[k(x, x')] - 2\mathbb{E}_{x,y}[k(x, y)] + \mathbb{E}_{y,y'}[k(y, y')], \tag{4}
\]

where \( x \) and \( x' \) are independent with the same distribution \( p \), and \( y \) and \( y' \) are independent with the same distribution \( q \). An unbiased estimate of \( \text{MMD}^2[p, q] \) based on \( n \) samples of \( x \) and \( m \) samples of \( y \) is given by

\[
\text{MMD}_n^2[X, Y] = \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j \neq i}^{n} k(x_i, x_j)
+ \frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j \neq i}^{m} k(y_i, y_j) - \frac{2}{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} k(x_i, y_j). \tag{5}
\]

The properties of MMD and the estimator of MMD are analyzed in detail in [10].

#### 3.2. Test and Performance Analysis

We construct our test using the unbiased estimate \( \text{MMD}_n^2[X, Y] \) of \( \text{MMD}^2[p, q] \) given in (5). In particular, for each interval \( I \in \mathcal{I}_n^{(a)} \), we compute \( \text{MMD}_n^2[I, X, Y] \) using (5) based on samples \( \{y_j, j \in I\} \) and the reference sequence \( x_1, \ldots, x_n \) generated by \( p \).

If there exists an anomalous interval \( I \), we expect the corresponding \( \text{MMD}_n^2[I, X, Y] \) to be large, because the sequence of the anomalous interval is generated by a distribution \( q \) differently from the reference sequence. Otherwise, under the null hypothesis \( \text{MMD}_n^2[I, X, Y] \) should be small for all candidate \( I \). Hence, we build our test as follows:

\[
\max_{1:1 \in \mathcal{I}_n^{(a)}} \text{MMD}_n^2[I, X, Y] \begin{cases} \geq t, & \text{determine } H_1 \\ < t, & \text{determine } H_0 \end{cases} \tag{6}
\]
where $t$ is a threshold parameter, which is determined in Corollaries 1 and 2 below.

The following theorem provides the performance of the above test.

**Theorem 1.** Suppose the test (6) is applied to the nonparametric problem given in Section 2. Further assume that the kernel in the test satisfies $0 \leq k(x, y) \leq K$ for all $(x, y)$. Then the test (6) is asymptotically successful if

$$I_{\min} \geq \frac{16K^2 (1 + \eta)}{t^2} \log n$$

where $\eta$ is any positive constant, and $t$ is the threshold of the test that satisfies $t < \text{MMD}^2_{p, q}$.

We note that the boundedness assumption on $k(x, y)$ is satisfied for many kernels such as Gaussian and Laplacian kernels. This boundedness property is exploited to analyze the probability of error when using concentration inequality in the proof. We further note that the above theorem implies that the minimum length $I_{\min}$ can be in the order $O(\log n)$. This implies that the number of candidate anomalous intervals in the set $J_n^{(a)}$ is on the order $O(n^2)$, which is the same as the number of all intervals. Thus, in the order sense, not many intervals are excluded from being candidate anomalous intervals.

Theorem 1 requires that the threshold $t$ in the test (6) be less than $\text{MMD}^2_{p, q}$. Knowledge of $\text{MMD}^2_{p, q}$ may or may not be available depending on specific applications. If $\text{MMD}^2_{p, q}$ is known, the threshold $t$ can be set as a constant smaller than $\text{MMD}^2_{p, q}$. If $\text{MMD}^2_{p, q}$ is not known, then the threshold $t$ needs to scale to zero as $n$ gets large in order to be asymptotically smaller than $\text{MMD}^2_{p, q}$. We summarize these two cases in the following corollaries, which follows directly from Theorem 1.

**Corollary 1.** If $\text{MMD}^2_{p, q}$ is known a priori, then set the threshold $t = (1 - \delta)\text{MMD}^2_{p, q}$ for any $0 < \delta < 1$. In this case, the test (6) is asymptotically successful if

$$I_{\min} \geq \frac{16K^2 (1 + \eta')}{\text{MMD}^2_{p, q}} \log n$$

where $\eta'$ is any positive constant.

**Corollary 2.** If $\text{MMD}^2_{p, q}$ is unknown a priori, then set the threshold $t$ to scale with $n$ such that $\lim_{n \to \infty} t_n = 0$. In this case, the test (6) is asymptotically successful if

$$I_{\min} \geq \frac{16K^2 (1 + \eta)}{t_n^2} \log n$$

It is clear from Corollary 2 that for the case when $\text{MMD}^2_{p, q}$ is unknown, the growth rate of the minimum length $I_{\min}$ is strictly larger than the order $O(\log n)$. This demonstrates that the prior knowledge about $\text{MMD}^2_{p, q}$ is very important for network capability in identifying anomalous events. If $\text{MMD}^2_{p, q}$ is known, then the network can resolve an anomalous object with the length on the order $O(\log n)$. However, if such knowledge is unknown, the network can resolve only bigger anomalous objects with the lengths larger than $O(\log n)$.

### 3.3. Outline of Proof of Theorem 1

We first introduce the definition of dyadic intervals and their properties [1], which are useful for the proof of Theorem 1 and for understanding Algorithm 1 in Section 3.4. For convenience, assume that $n = 2^d$, where $d$ is an integer, and define the dyadic intervals as

$$I_{j,k} = \{k2^j, \ldots, (k + 1)2^j - 1\}, 0 \leq j \leq \log_2 n, 0 \leq k \leq \frac{n}{2^j}.$$

We let $I_n^{(d)}$ denote the set that consists of all dyadic intervals. It was shown in [1] that for any interval $I$, $\frac{I^{(d)}}{|I|} \geq \frac{1}{4}$ where $I^{(d)}$ is the largest dyadic interval contained in $I$.

We next define the $l$-level extensions of a dyadic interval $I_{j,k}$ as follows. Starting from the interval $I_{j,k}$ and the union of $I_{j,k}$ and $I_{j,k+1}$ where $k$ is odd, at level $q = 1, \ldots, l$, attach dyadic intervals of length $2^{-q}|I_{j,k}|$ at either, or both ends of the interval resulting from the previous step, or do nothing. Let $J_{n,l}(I)$ denote the set that includes all $l$-level extensions of a dyadic interval $I$. Let $J_{n,l} = \bigcup_{I \in I_n^{(a)}} J_{n,l}(I)$. We note the following useful properties.

**Lemma 1.** [1] (1) $|J_{n,l}| \leq n4^{l+1}$; (2) For any interval $I$ and the corresponding maximum dyadic interval $I^{(d)}$ contained in $I$, there exists one interval $J$ in the $l$-level extension $J_{n,l}(I^{(d)})$ of $I^{(d)}$ such that $|J| - |I| \leq 2^{-l-1}|I^{(d)}|.$

**Outline of Proof of Theorem 1:** We now provide the main idea to prove Theorem 1 with the complete proof provided in [11]. For each set $I \in I_n^{(a)}$, we find the corresponding set $J_I \subset J_{n,l}(I^{(d)})$ that satisfies Lemma 1 (2). We then collect all such intervals $J_I$ into a set $J_n^{(a)}$. The idea of the proof is to use $\max_{J \in J_n^{(a)}} \text{MMD}^2_{n,d}[X, Y]$ as a good approximation of the true test in (6). Since the number of intervals in $J_n^{(a)}$ is much smaller than the number of intervals in $I_n^{(a)}$, a test based on this approximation helps to tighten the result. Based on this idea, under $H_0$, we bound $P_{H_0}(\text{error})$ as

$$P_{H_0}(\text{error}) \leq \exp \left(2 \log n - \frac{\epsilon^22I_{\min}}{c_1 + c_2 + c_3} \right) + \exp \left(\log n + (l + 1) \log 4 - \frac{(t - \epsilon)^2(2 - 2^{-l})I_{\min}}{16K^2} \right)$$

where $c_1, c_2, c_3$ are constants. We further set $\epsilon = (1 - \beta)t$, where $0 < \beta < 1$ is a constant. It can be shown that there exist $\beta$ close enough to 1 and $l$ large enough (but a constant) such that $P_{H_0}(\text{error}) \to \infty$ as $n \to \infty$ if $I_{\min} > \frac{16K^2(1 + n\beta)}{t^2} \log n$. 

Under $H_1$, suppose $\hat{I}$ is the anomalous interval. Using the fact that $t < \text{MMD}^2[p, q]$, we have the following bound:

$$P_{H_1}(\text{error}) \leq \exp\left(-\frac{(\text{MMD}^2[p, q] - t)^2 I_{\text{min}}}{16K^2}\right) \quad (10)$$

which converges to zero as $n \to \infty$, if $I_{\text{min}} > \frac{16K^2(1+\eta)}{t^2} \log n$.

### 3.4. An Efficient Algorithm

We describe an efficient algorithm to perform the proposed test $(6)$. In general, since the number of intervals with length larger than $I_{\text{min}}$ has an order $O(n^2)$, the test $(6)$ requires computation of $\text{MMD}^2_{u,l}[X, Y]$ for $O(n^2)$ intervals. We next provide Algorithm 1 that computes $\text{MMD}^2_{u,l}[X, Y]$ for only $O(n^{1+\rho})$ intervals for any $\rho > 0$. This algorithm adapts the multi-scale method in [1] for parametric models.

The basic idea of the algorithm is to use the set of dyadic intervals and their extensions (as introduced in Section 3.3) such that $\text{MMD}^2_{u,l}[X, Y]$ over any interval is well approximated by an interval in such a set. A key property of such a set is that its cardinality is on the order $O(n^{1+\rho})$ for any $\rho > 0$, which reduces computation of $\text{MMD}^2_{u,l}[X, Y]$ to only $O(n^{1+\rho})$ intervals.

**Algorithm 1 Detect Existence of an Anomalous Interval**

**Input:** $n$; $t = t_n \to 0$; $t' < t$; $\eta > 0$; $I_{\text{min}} \geq \frac{16K^2(1+\eta)}{t^2} \log n$, $\delta > \frac{\eta}{2}$; and $l = \lceil \log_2 \left( \frac{1+\delta}{\eta} \right) + 2 \rceil$.

**Output:**
- Construct the set $I_n^{(p)} = \{ I \in I_n^{(d)} : |I| \geq \frac{I_{\text{min}}}{l^{1+\delta}}, \text{MMD}^2_{u,l}[X, Y] \geq t' \}$;
- If $|I_n^{(p)}| > n^{1-\frac{1}{2}+\frac{1+\eta}{2}}$, then determine $H_1$;
- If $\max_{I \in I_n^{(p)}} \text{MMD}^2_{u,l}[X, Y] > \frac{2\delta}{\sqrt{1+\eta/2}}$, then determine $H_1$;
- Construct the set $I_n^{(p)}$ that includes level-$t$ extensions of all intervals in $I_n^{(p)}$ with lengths larger than $\frac{16K^2(1+\eta/2)}{t^2} \log n$;
- If $\max_{I \in I_n^{(p)}} \text{MMD}^2_{u,l}[X, Y] > t$, then determine $H_1$;
- Otherwise, determine $H_0$.

The following theorem provides a performance guarantee for Algorithm 1. The proof is proved in [11].

**Theorem 2.** Algorithm 1 is asymptotically successful with computation of $\text{MMD}^2_{u,l}[X, Y]$ for the order $O(n^{1+\rho})$ intervals for any $\rho > 0$.

### 4. NUMERICAL RESULTS

In this section, we provide four numerical experiments to demonstrate our theoretical results for both cases with known and unknown MMD[p, q]. In these numerical results, we average the two types of errors as

$$P_e = \frac{1}{2} (P_{H_1}(\text{error}) + P_{H_0}(\text{error})).$$

![Fig. 2. Performance of detecting an anomalous interval distributed as a mixture of two Gaussian distributions out of a Gaussian distributed line network with Gaussian kernel and known MMD](image)

![Fig. 3. Performance of detecting an anomalous interval with Gaussian distribution that has a different variance from other nodes in a line network with Gaussian kernel and known MMD](image)

![Fig. 4. Impact of threshold $t$ in the test on $I_{\text{min}}$](image)

![Fig. 5. Impact of knowledge of MMD](image)

The first two experiments study how $I_{\text{min}}$ scales with the network size $n$ in order to guarantee successful experiments. For these two experiments, we assume that a good estimate of MMD[p, q] is available.

In experiment 1, the distribution $p$ is $\mathcal{N}(0, \frac{1}{2})$, and $q$ is a mixture of two Gaussian distributions $\mathcal{N}(-2, \frac{1}{2})$ and $\mathcal{N}(2, \frac{1}{2})$ with equal probability. For detection, we use the Gaussian kernel $k(x, x') = \exp\left(-\frac{|x-x'|^2}{2\sigma^2}\right)$ with $\sigma = 1$, and we set the threshold $t = 0.25$. We run the experiment for networks with sizes $n = 40, 100, 200, 300, 500$, respectively.

In Figure 2, we plot how the average probability of error changes with the minimum length $I_{\text{min}}$. For illustration convenience, we normalize $I_{\text{min}}$ by $\log n$. It can be seen that when $\frac{I_{\text{min}}}{\log n}$ is above a certain threshold, the probability of error converges to zero, which is consistent with our theoretical results. Furthermore, for different value of $n$, all curves drop to zero almost at the same threshold. Such behavior also agrees with Theorem 1, which implies that the threshold depends only on the bound of the kernel and the threshold of the experiment, and these parameters are the same for all curves.

In experiment 2, distributions $p$ and $q$ are respectively chosen to be $\mathcal{N}(0, 1)$ and $\mathcal{N}(0, 4)$, i.e., they have the same mean but different variances. We use the Gaussian kernel with $\sigma = 1$ for the experiment, and set the threshold $t = 0.1$. We run the experiment for networks with sizes $n = 100, 200, 300$. Figure 3 plots how the average probability of error changes with the minimum length $I_{\text{min}}$, and demon-
strates a behavior similar to experiment 1.

In experiment 3, we study how the threshold \( t \) affects the scaling behavior of \( I_{\text{min}} \) with \( n \). We choose the same distributions \( p \) and \( q \) as in experiment 1. We also use the Gaussian kernel with \( \sigma = 1 \) for our experiment. We study a network with size \( n = 100 \). We run the experiment for \( t = 0.1, 0.2, 0.3 \). In Figure 4, we plot the average probability of error versus \( t \) corresponding to different values of \( t \). Although the curves exhibit similar behavior to that in the first two experiments, the probabilities of error do not drop at the same threshold on \( I_{\text{min}} / \log n \). It can be seen that as \( t \) grows, the dropping threshold on \( I_{\text{min}} / \log n \) gets smaller, implying that the network can detect smaller anomalous object. This is consistent with Theorem 1, which suggests that the threshold on \( I_{\text{min}} \) to guarantee successful experiments is inversely proportional to \( t^2 \).

In experiment 4, we study the case in which the MMD is unknown, and compare its performance with the case when the MMD is known. We choose \( p \) to be \( \mathcal{N}(0, \frac{1}{2}) \), and choose \( q \) to be a mixture of two Laplacian distributions with the same variance \( \frac{1}{2} \) and different means of \( -3 \) and \( 3 \) equally likely. We use the Gaussian kernel with parameter \( \sigma = 0.9 \). Since the MMD is unknown, we set the threshold \( t \) to change with \( n \) as \( t_n = 4 \sqrt{\log n / n} \), which goes to zero as \( n \) goes to infinity.

As the network size \( n \) changes, we set the minimum length of anomalous intervals as \( I_{\text{min}} = [n^{0.9}] \) suggested by Theorem 1. We also run a comparison experiment with MMD known in advance, for which we set the threshold \( t = 0.1 \). For a fair comparison, we also set \( I_{\text{min}} = [n^{0.9}] \).

In Figure 5, we plot how the average probability of error changes as a function of \( n \) with unknown MMD. It can be seen that as \( n \) becomes large, the probability of error goes to zero demonstrating that our experiment is asymptotically successful. This also agrees with Theorem 1 because we have chosen the minimum length to satisfy (7). It can also be seen that the probability of error for the case with known MMD converges much faster than the case with unknown MMD, demonstrating the importance of prior knowledge of the MMD.

### 5. CONCLUSIONS

In this paper, we have investigated the nonparametric problem of detecting existence of an anomalous interval over a line network. We have developed a distribution free test using the MMD, and have analyzed the performance of such a test. Furthermore, we have proposed an efficient algorithm to perform the test with reduced complexity, and have shown that the algorithm is asymptotically successful. Our results demonstrate that the MMD is a powerful metric that can be applied to a variety of detection problems involving distinguishing among distributions.
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